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# Introduction

Here is the material to accompany the Analysis Tutorial in Week 6. Alternative formats can be downloaded by clicking the download icon at the top of the page. As usual, send comments and corrections to [Christian Jones (caj50)](mailto:caj50@bath.ac.uk). To return to the homepage, click [here](http://caj50.github.io/tutoring.html).

# Infinite Limits

Before we cover any material from this week, its worth discussing the use of as a limit, especially when applying the Algebra of Limits. The main thing to note is that expressions such as and don’t really make a lot of sense, for example:

Example 1.1

Give examples of sequences and , both diverging to for which:

1. diverges to ,
2. diverges to , and
3. converges to .

Solution.

The idea here is to look for fairly simple sequences. With that in mind:

1. If we take and , we see that , and diverges to . But if we tried to apply the algebra of limits to this result, it would suggest that .
2. If we take and , we see that , and diverges to . But, again, if we tried to apply AoL to this result, it would suggest that . Immediately this conflicts with the answer to part 1)!
3. Finally, if we take , we see that , and is a convergent sequence — it converges to . Attempting to apply AoL to this result suggests that .

What parts 1), 2) and 3) demonstrate is that you can’t consistently define . (Note: if you take the same sequences from 1), 2) and 3) and divide them, you can see why isn’t consistently define-able either).

# Lecture Recap

## Monotonic Subsequences

In reverse order to how it was discussed in tutorials, we begin with some special types of sequences. First, we need to define what these sequences are. This definition might look long, but it’s really just five concepts grouped together.

Definition 2.1 (Monotonic Sequences)

Let be a real sequence. Then if :

* is increasing,
* is strictly increasing,
* is decreasing,
* is strictly decreasing.

If the sequence has any one of these properties, it is called monotone, or a monotonic sequence.

For a given sequence , the two main ways of checking monotonicity are by considering and/or , and comparing these objects to and respectively. The second of these methods is especially useful when you’re dealing with powers of , such as for the sequence in Exercise Sheet 6, Homework Question 2.

A useful theorem for these sequences is the following[[1]](#footnote-27):

Theorem 2.1

Let be a bounded, monotone sequence. Then is convergent.

In fact, if a sequence is increasing, then it converges to the supremum of the set of values, and if it is decreasing, then it converges to the infimum of the set of values.

## The Sandwich/Pinching/Squeeze Theorem[[2]](#footnote-31)

This is a way of finding the limit of a sequence if you can find two other sequences to ‘trap’ it with. It’s quite a good method for rational functions and proving statements about -th roots.

Theorem 2.2 (Sandwich Theorem)

Suppose that are real sequences. If , and such that

then .

There’s also a slight modification to this theorem, called the ‘Bitten Sandwich Theorem’.

Theorem 2.3 (Bitten Sandwich Theorem)

Suppose that are real sequences. If such that , and such that

then .

This just says that as long as after some , is trapped between sequences and that share a common limit, then all three sequences will share that common limit.

It is worth noting that adaptations of theorems in this way exist all across analysis. This is because when studying convergence, we don’t really care about what is happening at the start of the sequence. We only care about the “long term” behaviour.

## More on Infinite Limits

We can also make the idea of a sequence getting increasingly more positive (or more negative) more precise via the idea of divergence to . We present the definition for ‘positive’ here.

Definition 2.2 (Divergence to Infinity)

A real sequence diverges to if

There is also a corresponding version of the ‘algebra of limits’ for divergence to (see Theorem 2.4). This version has been stolen and adapted from an old set of lecture notes (ones from 2016 to be precise!), so some of these results may not appear in the current lecture notes. Consequently, you won’t have seen the proofs for these results, so you can’t use them in Tutorial Question 4 on Exercise Sheet Six.[[3]](#footnote-39)

Theorem 2.4 (Algebra of Infinite Limits)

Let and be real sequences.

1. If and as , then as .
2. If and , then as .
3. If and as , then as .
4. We have as if and only if as .
5. For , if as , then as .
6. If If as and , then as .

# Hints

As per usual, here’s where you’ll find the problem sheet hints!

1. Try applying one of the tests for monotonicity. For the limit, if you need to use any theorems anywhere, state them!
2. See the hint for question 1 above.
3. Use the definitions of monotone increasing and unbounded together to deduce the sequence satisfies the definition of .
4. If , then this would just be an application of the algebra of (infinite) limits! Since you don’t know if this is the case, you’ll need to use the definition again for this question. You’ll end up with an inequality of the form , where is a rational function of , at some point in your solution. Take cases on the sign of the numerator of to find the required in the definition of limit.
5. This is similar to Tutorial Question 3 off Exercise Sheet 6. Try a few terms of the sequence to get a feel for what’s happening first. Note that you’re not explicitly told to find the limit, but it’s really worth doing if you can!
   1. Try applying one of the tests for monotonicity.
   2. In the inductive step, you’ll encounter two fractions. Get them over a common denominator, and then ‘kill off’ some terms in the numerator (briefly justifying why you can do this). Also, make sure to format your induction proof logically!
   3. Seen any good theorems about bounded monotonic sequences lately?[[4]](#footnote-44)

1. If you’re interested, this statement is completely equivalent to the completeness axiom from Section 2 of the lecture notes. In fact, back in the prehistoric times of 2016 — when I took the course — this result was stated as the completeness axiom. [↑](#footnote-ref-27)
2. Other names for this theorem must surely exist. If you find one out in the wild, tell me, and I’ll add it to the name of this section. [↑](#footnote-ref-31)
3. This question asks you to prove parts of this theorem, so using the theorem to prove the theorem is purely circular reasoning, and should absolutely be avoided. [↑](#footnote-ref-39)
4. As on the sheet, the limit of the sequence in this question is To establish this, we have to study Fourier series. It turns out that for given by we can write as a sum of cosines, namely

   Evaluating this series at (and assuming the infinite series behaves nicely), we find that

   from which

   For more information, take *Vector Calculus and Partial Differential Equations* (MA20223) in Year 2! [↑](#footnote-ref-44)